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Abstract- Most of the conventional feature selection aldonis have a drawback whereby a weakly ranked
gene that could perform well in terms of classiima accuracy with an appropriate subset of genédeleft

out of the selection. Considering this shortcomivarious authors proposed a feature selection ighgorin
gene expression data analysis of sample classifiatFeature selection has been the focus ofeisitéor quite
some time and much work has been done. With treioreof huge databases and the consequent reauitsm
for good machine learning techniques, new problense and novel approaches to feature selectiorinare
demand]. This method shows promising classificaicouracy for all the test data sets. They alsavsthe
relevance of the selected genes in terms of theliodical functions.

Index Terms- Ranked gene, Classification Accuracy, Machine Learning.
1. INTRODUCTION

Feature selection, also known as subset and misleading features. As a result, the data set
selection or variable selection, is a process quality may even increase through feature selection
commonly used in machine learning, wherein a Classification accuracy may be increased as atretul
subset of the features available from the data is feature selection through the removal of noisy,
selected for application of a learning algorithm. irrelevant, or redundant features. Also in domains
Feature selection is necessary either because it is Where features correspond to measurements, fewer
computationally infeasible to use all available features offer advantages such as minimizing the
features, or because of problems of estimation expense and time consumed in recording such
when limited data samples (but a large number of measurements.
features) are present. The latter problem is relate The work on rough set theory (RST) offers a
to the so-called curse of dimensionality. In formal methodology that can be employed to reduce
machine learning and statistics, feature selection, the dimensionality of data sets, as a preprocessing
also known as variable selection, attribute sStep to assist any chosen modeling method for
selection or variable subset selection, is the learning from data. It assists in identifying and
process of selecting a subset of relevant features selecting the most information-rich features inadad
for use in model construction. The central set. This is achieved without transforming the data
assumption when using a feature selection while simultaneously attempting to minimize

technique is that the data contains mesgundant information loss during the selection processehmis
orirrelevant features. of computational effort, this approach is highly
efficient, and is based on simple set operatiorsghv
2. A DISTANCE MEASURE APPROACH makes it suitable as a preprocessor for technithags
TO EXPLORING THE ROUGH SET are much more complex. In contrast to statistical
BOUNDARY REGION FOR ATTRIBUTE correlation-reduction approaches, RST requires no
REDUCTION human input or domain knowledge other than the

given data sets. Perhaps most importantly though, i

Feature selection is a process which chooses &ains the underlying semantics of the data, which
subset of the original features present in a gv@#® oq it in data models that are more transparent to
set which provides the most useful informationy, ,an scrutiny.

Following selection, the most important information
of the data set should still remain. In fact, eéfit FS
techniques should be able to detect and ignorgy nois

Many approaches based on rough set theory
up to now, have employed the dependency function,
which is based on lower approximations as an
evaluation step in the FS process. However, by
examining only that information which is considered
to be certain and ignoring the boundary region, or
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region of uncertainty, much useful informationastl  In this work, from the viewpoint of constructive
This work examines a rough set FS technique whidipproach, we first propose some definitions of uppe
uses the information gathered from both the loweand lower approximation operators of fuzzy sets by
approximation dependency value and a distangaeans of arbitrary fuzzy relations and study the
metric which considers the number of objects in theelations among them, the connections between
boundary region and the distance of those objectpecial fuzzy relations and upper and lower
from the lower approximation. The use of thisapproximation operators of fuzzy sets are also
measure in rough set feature selection can result @xamined. In axiomatic approach, here characterize
smaller subset sizes than those obtained using tti#ferent classes of generalized upper and lower
dependency function alone. This demonstrates thapproximation operators of fuzzy sets by differsats
there is much valuable information to be extractedf axioms. The lattice and topological structurds o

from the boundary region. fuzzy rough sets are also proposed.
3. ON THE GENERALIZATION OF FUZZY 4. SEMANTICS-PRESERVING
ROUGH SETS DIMENSIONALITY REDUCTION:

- ROUGH AND FUZZY-ROUGH-BASED
The concept of rough set was originally APPROACHES

proposed as a mathematical approach to handle
imprecision, vagueness, and uncertainty in data Many problems in machine learning involve high
analysis. This theory has amply been demonstrateddimensional descriptions of input features. It is
have its usefulness and versatility by successftiherefore not surprising that much research has bee
applications in a variety of problems. The theofy ocarried out on dimensionality reduction. However,
rough sets deals with the approximation of amexisting work tends to destroy the underlying
arbitrary subset of a universe by two definable asemantics of the features after reduction or requir
observable subsets called lower and uppedditional information about the given data set for
approximations. By using the concepts of lower anthresholding. A technique that can reduce
upper approximations in rough set theory, knowledgéimensionality using information contained withiret
hidden in information systems may be unraveled andhta set and that preserves the meaning of therésat
expressed in the form of decision rules. Anothefi.e., semantics-preserving) is clearly desiraBleugh
particular use of rough set theory is that of bttié set theory (RST) can be used as such a tool to
reduction in databases. Given a dataset wittiscover data dependencies and to reduce the number
discretized attribute values, it is possible todfia of attributes contained in a data set using the dat
subset of the original attributes that are the mostlone and no additional information.
informative. This leads to the concept of attrilsute It is, therefore, desirable to develop
reduction which can be viewed as the strongest amelchniques to provide the means of data reduction f
most characteristic results in rough set theory torisp and real value attributed data sets whidizes
distinguish itself from other theories. the extent to which values are similar. This can be
Fuzzy rough sets encapsulate the related bathieved through the use of fuzzy-rough sets. Fuzzy
distinct concepts of fuzziness and indiscernihilityrough sets encapsulate the related but distinct
both of which occur as a result of uncertainty irconcepts of vagueness and indiscernibility (forgtou
knowledge or data, thus a method employing fuzzgets), both of which occur as a result of uncetyaim
rough sets should be adopted to handle thismowledge.
uncertainty. There are at least two approacheghfor Semantics-preserving dimensionality
development of the fuzzy rough set theory, theeduction refers to the problem of selecting those
constructive and axiomatic approaches. linput features that are most predictive of a given
constructive approach, fuzzy relations on the usiwe outcome; a problem encountered in many areas such
is the primitive notion, the lower and upperas machine learning, pattern recognition, and $igna
approximation operators are constructed by means pfocessing. This has found successful application i
this notion. tasks that involve data sets containing huge nusnber
Rough sets and fuzzy sets have been proved features (in the order of tens of thousands)iciwvh
to be powerful mathematical tools to deal withwould be impossible to process further. Recent
uncertainty; it soon raises a natural question dafxamples include text processing and Web content
whether it is possible to connect rough sets amdyfu classification. One of the many successful
sets. The existing generalizations of fuzzy rougts s applications of rough set theory has been to this
are all based on special fuzzy relations (fuzzfjeature selection area. This work reviews those
similarity relations, -similarity relations), it is techniques that preserve the underlying semanfics o
advantageous to generalize the fuzzy rough sets the data, using crisp and fuzzy rough set-based
means of arbitrary fuzzy relations and present methodologies.
general framework for the study of fuzzy rough sets
by using both constructive and axiomatic approaches
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5. FUZZY PROBABILISTIC 6. FEATURE SELECTION USING F-
APPROXIMATION SPACESAND THEIR INFORMATION MEASURES IN FUZZY
INFORMATION MEASURES APPROXIMATION SPACES

Rough set methodology has been witnessed great Feature selection or dimensionality reduction of a
success in modeling with imprecise and incompletdata set is an essential preprocessing step used fo
information. The basic idea of this method hingas opattern recognition, data mining, machine learning,
classifying objects of discourse into classes doimg etc. It is an important problem related to miniagge
indiscernible objects with respect to some atteébut data sets, both in dimension and size. Prior tdyaisa
Then the indiscernible classes, also called knogded of the data set, preprocessing the data to obtain a
granules, are used to approximate the unseen objsotaller set of representative features and reithia
sets. In this framework, an attribute set is viewwsda optimal salient characteristics of the data notyonl
family of knowledge, which partitions the universedecrease the processing time, but also lead to more
into some knowledge granules or elemental conceptompactness of the models learned and better
Rough set theory has proven to be an efficientfimol generalization. Rough set theory is a new parad@gm
modeling and reasoning with uncertainty informationdeal with uncertainty, vagueness, and incompletgenes
By introducing probability into fuzzy approximation It has been applied to fuzzy rule extraction, reasp
space, a theory about fuzzy probabilistiovith uncertainty, fuzzy modeling, -classification,
approximation spaces is proposed in this work, tvhicfeature selection, etc.. However, there are usually
combines three types of uncertainty: probabilityreal-valued data and fuzzy information in real-worl
fuzziness, and roughness into a rough set modeé Heapplications. Combining fuzzy and rough sets
introduce Shannon’s entropy to measure informatioprovides an important direction in reasoning with
guantity implied in a Pawlak’s approximation spaceuncertainty for real-valued data sets. Both fuzayg a
and then present a novel representation of Shasnombugh sets provide a mathematical framework to
entropy with a relation matrix. Based on the madifi capture uncertainties associated with the data.
formulas, some generalizations of the entropy are In this work, a novel feature selection
proposed to calculate the information in a fuzzynethod is proposed, which employs fuzzy-rough sets
approximation space and a fuzzy probabilistito provide a means by which discrete- or real-v@lue
approximation space, respectively. noisy data (or a mixture of both) can be effecivel

In the rough set framework, attributes are@educed without the need for user-specified
called knowledge, which is used to form a concepbformation. Moreover, the proposed method can be
system of the universe. Knowledge introduced by aapplied to data with continuous or nominal decision
attribute set implies in the partition of a refdieh attributes, and can be applied to regression akasel
universe. The more knowledge there is, the fineslassification data sets. The proposed methodtsedec
partition will be, and correspondingly it get a mor subset of features from the whole feature set by
perfect approximation of a subset in the universenaximizing the relevance and minimizing the
Attributes induce an order or a structure of uréeenf redundancy of the selected features. The relevance
discourse, which decreases uncertainty or chatitseeof and redundancy of the features are calculated using
universe. Given a universe, a probability distiiboit the f-information measures in fuzzy approximation
on, and some nominal, real-value or fuzzy attripute spaces. Using the concept of fuzzy equivalence
there comes forth an interesting problem: How deartition matrix, the f-information measures are
measure the knowledge quantity introduced by agalculated for both condition and decision attrésut
attribute set in the approximation space. In othdidence, the only information required in the prombse
words, it's interesting in constructing a measwe tfeature selection method is in the form of fuzzy
compute the discernibility power induced by a famil partitions for each attribute, which can be
of attributes. This measure leads to the likelihb@d automatically derived from the given data set. &sve
compare the knowledge quantity formed by differenquantitative measures are introduced based on fuzzy
attributes, and help to find the important attrédbset rough sets to evaluate the performance of the
and redundancy of an information system. proposed feature selection method. The effectivenes

In this work, Shannon’s entropy is firstof the proposed method, along with a comparison
introduced to compute the knowledge quantity o#ith other methods, is demonstrated on a set df rea
nominal attributes in Pawlak’s approximation spacdife data.
and then an extended information measure will be
presented, which is suitable for the spaces whefe ATTRIBUTES REDUCTION USING
fuzzy attributes or fuzzy relations are defined on. FUZZY ROUGH SETS
Based on the extension, the solutions to meastinmg
information in fuzzy and fuzzy probabilistic hybrid
approximation spaces are presented.

The concept of rough sets was originally proposed
by Pawlak as a mathematical approach to handling
imprecision, vagueness and uncertainty in data
analysis. This theory has amply been demonstrated t
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have its usefulness and versatility in successfullyrelevant or redundant features confuse learning
solving a variety of problems. One importantalgorithms. It is desirable to reduce data to get a
application of rough sets theory is that of attrédsu smaller set of informative features for decreashng
reduction in databases. Given a dataset witbost in measuring, storing and transmitting data,
discretized attribute values, it is possible todfia shortening the process time and leading to more
subset of the original attributes that containsstme compact classification models  with  better
information as the original one. The concept ofieneralization. The representative is attribute
attributes reduction can be viewed as the stroragebst reduction based on rough set theory while the rlatte
most important results in rough sets theory twiews all attributes as real-valued variables, Wwhic
distinguish itself from other theories. Rough set$ake values in the real-number spaces.
approach of attributes reduction can be used as a Feature subset selection is viewed as an
purely structural method for reducing dimensiowalitimportant preprocessing step for pattern recogmitio
using information contained within the dataset anthachine learning and data mining. Most of reseache
preserving the meaning of the features. are focused on dealing with homogeneous feature

The existing researches on fuzzy rough setselection, namely, numerical or categorical fe&ure
are mainly concentrated on the approximations dh this work, it introduce a neighborhood rough set
fuzzy sets. These researches have been studied amadel to deal with the problem of heterogeneous
discussed completely. In a pioneering work offieature subset selection. As the classical rough se
attributes reduction with fuzzy rough sets is psgsh model can just be used to evaluate categorical
Formal concepts of fuzzy-rough attributes reductiofeatures, here generalize this model with
were introduced and an algorithm to compute aeighborhood relations and introduce a neighborhood
reduction was developed by using the dependenceugh set model. The proposed model will degrade to
function. This algorithm had been tested with somthe classical one if its specify the size of
practical data sets such as web categorizatiomaisd neighborhood zero. The neighborhood model is used
claimed to perform well. However, there are severab reduce numerical and categorical features by
aspects in their algorithm that are argumentative.  assigning different thresholds for different kinds

In this work, the concept of attributesattributes. In this model the sizes of the neighbod
reduction with fuzzy rough sets is proposed after lwer and upper approximations of decisions reflect
detailed analysis of the algorithm. The structufe ahe discriminating capability of feature subsethe T
reduction is completely studied and an algorithnsize of lower approximation is computed as the
using discernibility matrix to compute all thedependency between decision and condition
attributes reductions is developed. Thus a solidttributes. it use the neighborhood dependency to
mathematical foundation is set up for attributegvaluate the significance of a subset of heteragene
reduction with fuzzy rough sets. This work mainlyfeatures and construct forward feature subset ti@tec
focuses on the attributes reduction with fuzzy tougalgorithms. The proposed algorithms are compared
sets. After analyzing the previous works on attélsu with some classical techniques. The main
reduction with fuzzy rough sets, here introducerfalr  contributions of the work are two-fold. First, here
concepts of attributes reduction with fuzzy rougkss extend the neighborhood rough set model to de&l wit
and completely study the structure of attributeslata with heterogeneous features and discuss two
reduction. An algorithm using discernibility matia@  classes of monotonicity in terms of consistency,
compute all the attributes reductions is developedeighborhood sizes and attributes; second, two
Based on these lines of thought, here set up d soéfficient algorithms are designed for searching an
mathematical foundation for attributes reductiothwi effective feature subset.
fuzzy rough sets.

9. FAST: A ROC-BASED FEATURE

8. NEIGHBORHOOD ROUGH SET BASED SELECTION METRIC FOR SMALL
HETEROGENEOUS FEATURE SUBSET SAMPLES AND IMBALANCED DATA
SELECTION CLASSIFICATION PROBLEMS

Feature subset selection as a common technique One of the greatest challenges in machine learning
used in data preprocessing for pattern recognitioand data mining research is the class imbalance
machine learning and data mining, has attractechmuproblem presented in real world applications. The
attention in recent years. Due to the developmént alass imbalance problem refers to the issues ttatro
information acquirement and storage, tens, hundredshen a dataset is dominated by a class or clakaés t
or even thousands of features are acquired anddstohave significantly more samples that the otherselas
in databases for some real-world applications. \dith of the dataset. Imbalanced classes are seen inegyva
limited amount of training data, an excessive amouwf domains and many have major economic,
of features may cause a significant slowdown in theommercial, and environmental concerns. Some
learning process, and may increase the risk of tlexamples include text classification,  risk
learned classifier to over-fit the training datacégse management, web categorization, medical
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diagnosis/monitoring, biological data analysis,dire In the filter model the selection is done as a
card fraud detection, oil spill identification from preprocessing, without trying to optimize the
satellite images. While the majority of learningperformance of any specific predictor directly. 5§
methods are designed for well balanced training,datusually achieved through an (ad-hoc) evaluation
data imbalance presents a unique challenging probldunction using a search method in order to selesgta
to classifier design when the misclassificationtsosthat maximizes this function. Performing an
for the two classes are different (i.e., cost d&esi exhaustive search is usually intractable due to the
classification) and accordingly, the overalllarge number of initial features. Different methods
classification rate is not appropriate to evaludte apply a variety of search heuristics, such as hill
performance. The class imbalance problem couldimbing and genetic algorithms. One commonly used
hinder the performance of standard machine learnireyaluation function is the mutual information beéwne
methods. The sampling techniques and algorithmitie feature set and the labels.
methods may not work well for high dimensional Feature selection is the task of choosing a
class imbalance problems. Indeed, van der Puttdn agmall set out of a given set of features that aepttue
van Someren analyzed the COIL challenge 200@levant properties of the data. In the context of
datasets and concluded that to overcome overdfittirsupervised classification problems the relevance is
problems, feature selection is even more importagietermined by the given labels on the training .data
than classification algorithms. A similar obsergati good choice of features is a key for building contpa
was made by Forman in highly imbalanced datand accurate classifiers. In this work, here inticeda
classification problems. margin based feature selection criterion and ajpjty
The class imbalance problem is encounteregheasure the quality of sets of features. Using marg
in a large number of practical applications of niaeh it devise novel selection algorithms for multi-das
learning and data mining, for example, informatiorclassification problems and provide theoretical
retrieval and filtering, and the detection of ctexlird generalization bound. here also study the well kmow
fraud. It has been widely realized that this imhata Relief algorithm and show that it resembles a gnadi
raises issues that are either nonexistent or lga& ascent over our margin criterion. Here apply ouw ne
compared to balanced class cases and often r@sultsalgorithm to various datasets and show that the new
a classifier's suboptimal performance. This is eveBimba algorithm, which directly optimizes the
more true when the imbalanced data are also highargin, outperforms Relief.
dimensional. In such cases, feature selection rdstho
are critical to achieve optimal performance. Insthill. FEATURE SELECTION BASED ON
work, here propose a new feature selection method, MUTUAL INFORMATION: CRITERIA
Feature Assessment by Sliding Thresholds (FAST), OF MAX-DEPENDENCY
which is based on the area under a ROC curve . . .
generated by moving the decision boundary of a Feature s_e_lect!on s an important problem for
single feature classifier with thresholds placethgs pattern  classification systems. here study hOV.V to
an even-bin distribution. FAST is compared to tw&ele.Ct. good features acpor_dmg to the maximal
commonly-used feature selection methods, correlfiatiogtat'suCal dependency criterion based on mutual

coefficient and RELevance In Estimating Feature@format'or.]' Because. of the difficulty in <_j|_rectly
(RELIEF), for imbalanced data classification. implementing the maximal dependency condition, the
' first derive an equivalent form, called minimal-

redundancy-maximal-relevance criterion (mRMR),

10.MARGIN BASED FEATURE for first-order incremental feature selection. Than
SELECTION ) THEORY AND this paper present a two-stage feature. éelection
ALGORITHMS paper p 9

algorithm by combining mRMR and other more
Feature selection is closely related to the morsophisticated feature selectors (e.g., wrappersis T
general problems of dimensionality reduction andllows to select a compact set of superior featates
efficient data representation. Many dimensionalitwery low cost. In this paper perform extensive
reduction methods, like Principal Componenexperimental comparison of our algorithm and other
Analysis or Locally Linear Embedding are in factmethods using three different classifiers (naivgeda
unsupervised feature extraction algorithms, whiee t support vector machine, and linear discriminate
obtained lower dimensions are not necessarily ssbsanalysis) and four different data sets (handwritten
of the original coordinates. Other methods, mordigits, arrhythmia, NCI cancer cell lines, and
related to supervised feature extraction, are tHgmphoma tissues). The results confirm that mRMR
Information Bottleneck and Sufficient Dimensiongalit leads to promising improvement on feature selection
Reduction. However, on many cases, feature sefectiand classification accuracy. Feature selectionnis a
algorithms provide a much simpler approach as thagnportant problem for pattern classification system
do not require the evaluation of new complexn this paper study how to select good features
functions of the irrelevant features. according to the maximal statistical dependency
criterion based on mutual information. Becausehef t
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difficulty in directly implementing the maximal
dependency condition, the first derive an equivialen

form, called minimal-redundancy-maximal-relevancg7]

criterion (MRMR), for first-order incremental feagu

selection. Then, here present a two-stage feature

selection algorithm by combining mRMR and other

more sophisticated feature selectors (e.g., wrapper[8]

This allows to select a compact set of superior
features at very low cost. In this work perform
extensive experimental comparison of our algorithm
and other methods using three different classifiers

(naive Bayes, support vector machine, and lined®]

discriminate analysis) and four different data sets
(handwritten digits, arrhythmia, NCI cancer cetids,
and lymphoma tissues). The results confirm that

MRMR leads to promising improvement on featur¢lO]H. Peng,

selection and classification accuracy.

12. CONCLUSION

The present wok proposes Genetic algorithm

for selecting the features. It is of great of intpace
to remove the noisy and irrelevant features and dat

samples embedded in data sets before applying some

data mining techniques to analyze the data sets. Th
presented genetic algorithm dedicated for a pdaticu
feature selection problem encountered in genetic
analysis of diferent datasets. The specification of this
problem is not looking for single feature but for
several associations of features that may be ieeblv
in the studied datasets. Results are promisingalior
types of datasets as the algorithm seems to bestrobu
and to be able to isolate interesting associations.
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